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Abstract. Pixel based visualization techniques have proven to be of
high value in visual data exploration. Mapping data points to pixels not
only allows the analysis and visualization of large data sets, but also
provides an intuitive way to convert raw data into a graphical form.
The graphical representation fosters new insights and encourages the
formation and validation of new hypotheses to the end of better prob-
lem solving and gaining deeper domain knowledge. However, the ever
increasing amount of information leads to new challenges for pixel-based
techniques and concepts, especially if the number of data points signifi-
cantly exceeds the available screen resolution. The paper focuses on ways
to improve the scalability of pixel based techniques by proposing a multi-
resolution pixel-oriented visual exploration approach for large datasets.
This approach combines clustering techniques with pixel-oriented map-
pings to preserve local clusters while providing space filling relevance-
driven representations of the whole data set or portions of the data. The
paper presents different application scenarios from the fields of financial
analysis, geo-visualization, and network data analysis that clearly show
the practical benefit of the multi-resolution approach for tackling the
problem of scalability

1 Introduction

Due to the progress in computer power and storage capacity over the last
decade, today’s scientific and commercial applications are capable of generat-
ing, storing and processing massive amounts of data. Examples are historical
data sets including census data, financial data or transaction data from credit
card-, telephone- and e-commerce companies[12]. Additionally there exist many
dynamic processes, arising in business, network or telecommunication, which
generate tremendous streams of time related or real time data like sensor data,
web click streams or network traffic logs. The analysis of such massive data sets
is an important and challenging task, since researchers and analysts are inter-
ested in patterns in the data, including associations, correlations or exceptions.
These information is needed in order to turn the collected data into knowledge,
e.g. to identify bottlenecks, critical process states, fraud or any other interesting
information hidden in the data.

Visualization techniques have been proven to be of great value in supporting
the data exploration process, since presenting data in an interactive, graphical
form often fosters new insights, encouraging the formation and validation of
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new hypotheses to the end of better problem solving and gaining deeper domain
knowledge [11]. For the visual analysis of large data sets particularly pixel based
techniques, like dense pixel displays or pixel based geo-spatial techniques, are a
very powerful exploration tools. The basic idea of dense pixel techniques is to
map each dimension value to a colored pixel and group the pixels belonging to
each dimension into adjacent areas [|. Furthermore there exist pixel based spatial
techniques which use the pixel paradigm do map data points to certain locations
on a 2D map. In general dense pixel displays use one pixel per data value,
therefore the techniques allow the visualization of the largest amount of data
possible on current displays (up to about 1.000.000 data values at typical monitor
resolution). But the increasing size of today’s datasets poses a challenge for
developers of visualization models and methods including pixel based techniques,
since many Visualization approaches still rely on interaction and visualization
approaches developed 10 years ago, and its doubtful that they are able to meet
the demands of the increasing mass of information.

Eick and Karr[4] proposed an scalability analysis and came to the conclu-
sion that many visualization metaphors do not scale effectively, even for moder-
ately sized data sets. Scatterplots for example, one of the most useful graphical
techniques for understanding relationships between two variables, can be over-
whelmed by a few thousand points. Additionally, there are two limiting factors
for all visualization techniques: human perception and display area. On one
hand, human perception, that means the precision of the eye and the ability of
the human mind to process visual patterns, limits the number of perceptible pix-
els and therefore affects visual scalability directly. One the other hand, monitor
resolution affects on visual scalability through both physical size of displays and
pixel resolution. At a normal monitor viewing distance, calculations in [20] sug-
gest that approximately 6.5 million pixels might be perceivable for the human,
given sufficient monitor resolution [4]. In typical application scenarios monitor
resolution rather than human vision is the limiting factor. Based on these facts,
the analysis of large data sets reveals two major tasks on pixel based techniques.
The first one is the question, how visualizations for massive data sets can be
constructed without loosing important information even if the number of data
points is to large to visualize each single data point at full detail. The second
important task is to find techniques to efliciently navigate and query such large
data sets. Therefore our paper describes way’s to increase the scalability of pixel
based visualization techniques to face the challenges of visually explore massive
data set.

1.1 Classical Data Exploration

The classical exploration of small and medium data sets usually follows a three
step process: Querview first, zoom and filter, and then details-on-demand , which
has been called the Information Seeking Mantra [19]. That means that the data
analyst first needs to get an overview of the data. There he may identify inter-
esting patterns or exceptions in the data and focus on one or more of them. For
analyzing the patterns, the data analyst needs to drill-down and access details



of the data. In the age of massive data sets all three steps of the Information
Seeking Mantra are difficult to realize. An overview visualization without losing
any interesting pattern or subset is difficult to create, since the amount of pixels
of modern data display systems to not keep step with the increasing flood of
data. The plenty of information hidden in massive data sets make it very diffi-
cult for the human to understand the really interesting or relevant information.
We believe, that for the analysis of massive data sets, it is not sufficient to just
retrieve and display the data using a visual metaphor, it is rather necessary to
support the analyst by filtering the underlying data by it’s value of interest,
but at the same time providing interaction models which still allow the user
to get any detail of the data on demand. The data analyst should control the
granularities of interesting patterns or subsets by providing a relevance function.

For example, consider a stock market data analyst. The analyst may want
to observe any detail for the daily stock prices, but on the other hand he wants
to see the global trend of stocks over weeks, months, years. It is very difficult
for the data analyst to perceive interesting trends by having a visualization that
shows every data item at the same detail level. On the other hand it is very
difficult to compute effective visualization without losing important trends since
the screen size is limited at the data analysts workbench. We believe that the
exploration process is more effective by choosing different relevance levels for
the different time periods like minute, day, week, month and year. That means
the daily stock market data gets more space within the visualization and will be
shown at full level. With decreasing relevance the details get coarser and at last
only the global trend within years is shown.

2 Related work

If the number of data objects of large data sets exceed the monitor resolution,
the user usually faces the serious problem how to process and visualize the data
in a reasonable way. This problem is intensified in interactive applications, where
typically the amount of data which can be processed interactively is much smaller
than the data which can be shown on the display. To this end, several strategies
have been derived to handle such vast amounts of data. Hierarchical structures
for example allow fast data access and search operations and allow different data
granularities. Adaptive methods like Correlation analysis, Information gain or
Statistical methods enable the concentration on the interesting parts of the data
based on users objectives, techniques like Sampling, Clustering or Aggregation
help to reduce or compress the amount of relevant data objects.

Several classical visualization and interaction methods which, in an adapted
or extended form, may be useful in the exploration of massive data sets have
been proposed in the past. Focus+Context techniques for example, display in-
formation of particular interest in detail while the remaining data set is shown in
a smaller representation relative to the areas of interest. Interesting approaches
are fish-eye views [7] [18], Bifocal displays [13], and perspective walls [14]. Magic
Lense filters [3] change the visualization of data items by applying a viewing



operation on the data items. Table Lens [17] applies fish-eye techniques to table-
oriented data sets.These techniques have proven to be very valuable in the ex-
ploration of small and medium sized data sets, which can be mapped to the
data display at full scale. But for massive data sets we can observe an important
issues: The area of interest, i.e. the number of relevant data objects, is typically
larger than the data display space, therefore only parts of the data can be shown
in a single view and focus and context gets lost.

An interesting approach that separates individual views of subsets from the
global view is presented by Beard and Walker [2]. It uses navigational maps to
show a miniature version of the entire data set. The Information Mural [9] is a
interesting technique based on the key concept of reducing a two-dimensional
representation of an entire information space that fits completely within the data
display space. The approach allows the overplotting of data items and uses gray
scales, individual colors and shading to indicate data items that occupy the same
position within the data display space. This approach addresses the problem
of the limited screen space, but at the same time creates the new problem of
superposed data objects. Our approach is based on the assumption, that for
massive data sets it is necessary to show the data items on different object
resolutions based on relevance and available screen space. Several techniques for
reducing data sets by providing coarse presentations have been proposed in the
past. Typically these techniques construct a series of coarse data representations
by employing tree structures or wavelets [5, 15].

We extend these approaches by adding relevance driven features in the ag-
gregation and selection process and providing different data granularities even
within single tree levels. The compact representation is presented in such a way
that relevant regions or objects pop out and the analyst may then explore de-
tails by selection of this particular region, e.g. by drilling down to a finer data
granularity. To provide these different data granularities and to manage the dif-
ferent levels of detail efficiently, a special tree structure is employed. The idea is
similar to techniques like the SpaceTree [16], a tree-browser which adds dynamic
rescaling of branches of the tree to best fit the available screen space. The effect
that we achieve is similar to multiresolution approaches like HyperSlices [22]
and Hierarchical Parallel Coordinates [6], a Multiresolution version of Parallel
Coordinates [8], that uses multiple views at different levels of detail for rep-
resentation of large data sets. Another interesting hierarchical multiresolution
approach for dimension reduction was proposed in [23]. In [21] a multiresolution
multidimensional brushing technique based on wavelets is presented.

3 Scalable Multiresolution Visualization

The techniques mentioned in the last section have shown that the scalability of
Visualization techniques can be improved by Multi-resolution metaphors, since
these techniques are able to compress the underlying data set and thus reduce oc-
clusion and information overload. We adapt and extend this approach to present
effective visualizations for large data sets. The basic idea of our MultiResolution
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Fig. 1. Basic idea — decomposition into local screen regions allows it to display an
overview of the entire data set

approach is to compute a hierarchy of views that present the underlying data at
different levels of detail. But in contrast to existing approaches which primarily
visualize only high level views of aggregated data points, and the user is then
forced to navigate through the hierarchy in order to explore regions of interest
and detailed information, the goal of our method is to maximize the information
content of the initial visualization. Therefore our technique not just generates
a hierarchy containing different levels of detail, it rather shows important data
objects at higher detail while presenting less important data objects at lower
level of detail. This is achieved by employing analytical methods in form of ob-
jective functions in the hierarchy construction and visualization process. User
interaction like drill down or zooming can be performed more efficiently, since
potentially important regions are already emphasized in the initial visualization.

3.1 Basic Idea of MultiResolution

The basic idea of multi-resolution visualization is to decompose the data display
space into local screen regions with individual object resolutions. These object
resolutions control the granularity of the data points within each particular re-
gion. To provide and manage the different data granularities, a tree structure is
employed. The structure of the tree highly depends on predefined analytical ob-
jective functions, which determine the relevance of single- or sets of datapoints.
The goal is to provide an initial visual presentation of the whole data set with
respect to the available screen space , that gives relevant parts of the data more
space on the screen to present them at higher detail.

As an example, we consider a clustering method, which determines clusters
in a given data set as shown in Figure 1. Without loss of generality we assume
that the data set contains 2-dimensional data. A simple way to visually detect
clusters in the data are classical scatterplots. But if the number of data points is
high, overlap in some portions of the display would it make really hard to detect
clusters or to distinguish clusters from noise. Our approach instead determines
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Fig. 2. Hierarchy of MultiResolution Objects (MRO) - The relevance value of the
MROQO’s decreases with increasing tree level, the blue marked nodes are used for visual-
ization

an importance value for each data point . Suppose we use a clustering algorithm
to detect clusters in the data. Let the objective be the detection of clusters which
contain very few data points, which may indicate outliers in the data. Therefore
our objective function gives a high importance value to data points which belong
to clusters with a small number of data points (red and yellow color in figure 1),
while data points belonging to large clusters get a low importance value (green
color). Based on the importance values of the data points, a hierarchy is created,
similar to single linkage clustering. In each step the data subsets with the lowest
average importance value are merged, resulting in a tree with different levels of
detail like shown in figure 2. To visualize the data set, data objects from the tree
structure are selected so that the number and relevance of the selected objects is
maximized, depending on the given display space. Each single data point must
be included in exactly one selected object.

Figure 2 indicates a possible selection. The higher the importance value of
each single object, the more screen space may be given to visualize the object.
Note that the construction of the hierarchy is independent from the underlying
visualization, and may therefore be combined with most visualization techniques
to increase scalability. The next section describes our approach in detail and
gives a more formal definition for the concepts of MultiResolution visualization
paradigm.

3.2 Basic Concepts

Like described in the last section our approach consists of 3 steps: 1. Deter-
mine the relevance of each data point in the data set based on a given relevance
function 2. Provide a compact hierarchical representation of the data with dif-
ferent levels of detail based on the relevance of data points 3. Select a given
number of objects from the hierarchy so that the relevance is maximized and



each data point is contained in at least one selected data object. The relevance
function allows us to determine the object resolution of the local screen spaces.
Of course the relevance function depends on the application scenario and must
be determined by the user. Further research will focus on providing predefined
relevance function for certain tasks like clustering or outlier detection. In general
the relevance function is defined as:

Definition 1 Relevance Function
Let A = {ag, e ,aN_l}. The relevance function v : A — N assigns every
data point a; € A a relevance value ¥(a;).

The relevance function v depends on the application scenario and can be
given by the user. The computation of the relevance function should be done
on the fly. Based on the relevance of single data points we are now able to
construct an hierarchical structure by merging or combining data points with
lowest relevance values in order to get a compact representation of the data set.
Therefore the Multi-Resolution Objects are defined as:

Definition 2 Multi-Resolution Objects

Let A= {ao, e ,aN_l} be the input data points and ¥ = {w(ao)7 e ,¢(aN_1)}
their associated relevance values. A MultiResolution object M RO is a set of
locally close data points which have similar relevance values

MRO = {a; € A:Va; € MRO : |¢(a;) —w(aj)‘ <k Ad(a;,a;) <€}

Within every multiresolution object we define a object resolution level [;
which is application dependent. We suggest to identify the object resolution
level I; as the average of the relevance of all multi-resolution object members.
Application dependent other functions (e.g. min or max) may be used.

Definition 3 Object Resolution

Let mro; = {fg, e ,fN,l} be a multiresolution object and ¥ = {w(ao), e 7z/J(aN,l)}
the associated relevance values of the members of the multi-resolution object
mro;. The object resolution level l; can be determined as:

S ()

i =
N

For a given number of maximum allowed multiresolution objects 1,4z , the
MultiResolution object tree is then constructed similar to Single Linkage as
follows:

3.3 Problem Definition

Once the MRO tree is constructed the question is how to map the relevant MRO
objects to the display space, since the multiresolution mapping function f must
satisfy some important visualization constraints. In the following we formally
define this problem.



Algorithm 1 Construction of MRO-Tree

INPUT: {ao = MT00, ., Amaz = mromax}, with [(mro;) = li, Nmaz > 1
while Number of relevant MRO’s > naz do
Create new MRO mropew by merging MRO’s mro;, mro; with lowest relevance
Set lnew = fl(li, lj)
MTrOnew.parent = ROOT
MTOpew.childs = (mro;, mroj)
Mark mronew as relevant, mark mro;, mro; as not relevant
end while

Let the data display space DS C INT? be defined as DS = {0, e ,xmw} X
{O, .. ,ymw}, where T4 and Ymq, are the maximal extension of the display.
Because the dataset A is assumed to be massive, the number of pixels is not
sufficient to place all data points directly to the screen space |DS| << |A|.

Let MRO = {mrol, e ,mrom} be a decomposition of the data space into
a set of multi-resolution objects. The goal of the multi-resolution visualization
is to determine an useful mapping function f of the MRO objects to the display
space DS that must satisfy three visual exploration goals:

1. Relevance Preservation The most important constraint is that the rele-
vance of the visualization must be as high as possible: Formally, this can be
expressed as

Y(mro;,l;) C DS : Zli — max

i=0
2. Minimal Decomposition
m
Y(mro;,l;) € DS : Z |mro;| — max, max < Tmaz * Ymaz
i=0
3. Spacefilling
m
V(mrog,l;) C DS : U mrog| — maz,, max < Tmaz * Ymaz
k=1

The third constraint demands that the data display space should be occupied
as much as possible. Since we do not want to loose any information, it is also
clear that every data point must be contained in at least one MRO of the display
space.

3.4 MultiResolution Optimization Problem

While it is not hard to find a good solution for any of the three constraints taken
individually for small and medium data sets A, they are difficult to optimize
simultaneously for visualizing large and massive data sets A. Therefore, our goal



is to find a good spacefilling trade-off between Relevance Preservation and the
Minimal Decomposition constraint, formal defined as optimisation problem:

-1 N-1 m
a~Zli+ﬂ-Z\mroi|+7~ Umrok — mazx
i=0 i=0 k=1

Vi={0,...,N =1} : f(a;) = (mrog,l;) Na, B,y €ER

4 Experimental Results

This section presents an application example of our relevance driven Multires-
olution approach. In our prototyp implementation we integrated our technique
into the CircleView system [10]. We provide an data example from the area
of stock market analysis, which shows that our Multiresolution approach has
the potential for making visualization techniques scalable, reduces information
overload and thus provides better visualizations.

4.1 MultiResolution Circle View

We integrated the Multiresolution approach into the CircleView technique in
order to analyse a historical stock market dataset containing S&P 500 stock
prices. The basic idea of the CircleView visualization technique is to display the
distances for the attributes as segments of a circle, similar to the CircleSegments
technique[1]. If the data consists of k dimensional attributes, the circle is parti-
tioned into k segments, each representing the distances for one attribute. Inside
the segments, the distance values belonging to one attribute are arranged from
the center of the circle to the outside in a subsegment layout. The size of the
segments and subsegments can either be predefined or parameter dependent.
Additionally the size of each subsegment can vary from pixel to segment size.
CircleView supports ordering and clustering of segments and subsegments, user
interaction as well as nearest neighbour searches between segments or within sin-
gle segments. Therefore it allows intuitive comparison between single segments
and subsegments as well as the identification of trends and exceptions.

Figure 3 presents the basic idea of MultiResolution CircleView, showing the
stock prices of 240 stocks from the S&P 500 over 6 months, starting from January
2004 (outside of the circle) to June 2004 (center of the circle). Each segment
represents a single stock and each subsegment the average closing stock price of
a certain time period depending on the detail level. The number of data values
that can be visualized without aggregation using CircleView is limited by the
circle area Cyreq = 2 % 7 * radius. In massive datasets this border can easily be
reached. That means, if the radius of our circle would be less than 120 pixels, it
is impossible to show all 120 stock prices without occlusion. To handle this case
using Multiresolution, we use the fact that from an analysts point of view it may
be more interesting to analyse actual stock courses rather than historic courses.
Therefore the basic idea is to show only actual stock prices at full detail and to
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Fig. 3. CircleView showing stock prices of 240 stocks from the S&P 500 over 6 months
(120 business days). Each Segment represents a single stock and the subsegments rep-
resent stock prices. The most actual stock price are shown in the middle of the circle at
full detail. For older stock prices the multiresolution approach presents average prices
per week/month/year (outside of the circle).

present historic values as aggregated high level views. The relevance function is
based on this assumption and therefore the relevance value of each data point
(stock price) is determined by it’s time stamp. The corresponding MRO Tree
is shown in figure 5. In the presented example, the five latest day closing stock
prices are shown at full detail by the innermost subsegments. The level of detail
as well as the length of the subsegments decrease from the center to the outside
of the circle. Historic stock prices are only presented as average values per week,
per month or per year depending on the particular data as shown in figure 3.
The older the data, the lower the level of detail. Therefore the user is able to
access particular information on actual data instantly, e.g. by mouse interaction
and gets at the same time an overview of the whole dataset. Of course there is
the possibility to perform drill down operations on items with lower resolution
to get information on historic data on demand.

In Figure 4 the described data sample is visualized using k-means clustering
with 5 clusters. Similar stocks are clearly revealed. It is easy to see that Multires-



Fig. 4. Comparison CircleView (left) vs. MultiResolution CircleView (right) showing
240 stocks from the S&P 500 over 6 months (120 business days). Due to the limited
circle radius (screen space) only 100 days can be shown in the left figure, MultiResolu-
tion (right) allows instant access to the whole data set, but gives more importance to
actual stock prices, shown by larger subsegments in the center of the circle. Clustering
helps to identify similar groups of stocks.

olution provides better results than standard CircleView in terms of revealing
actual stock prices, but at the same time preserves the global trend. An analyst
may easily select and explore the actual stock prices, which is a difficult task in
standard CircleView presented figure 4 left. By selecting a week or month value,
the user is able to drill down to the next lower resolution level day and week
respectively. The fact that the level of detail depends on the importance of data
values results in very flexible visualizations.

5 Conclusion and Future work

In this paper we presented an approach for relevance driven Multiresolution visu-
alization of large datasets to increase the scalability of visualization techniques.
The basic idea is to define a relevance for each data object with respect to a given
relevance function, and to present highly relevant objects at full detail and less
relevant objects at lower detail. We presented a formal definition of the prob-
lem as well as an application example. Further research is necessary to use our
technique as general fully automatic extension for visualization techniques, but
our initial experiments have shown that the Multiresolution approach has the
potential to increase scalability of visualization techniques in terms of dataset
size and dimensionality, in order to keep pace with the increasing size of today’s
data sets. Future work will include the improvement of the prototype, the im-
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Fig. 5. MRO Tree for the stock market example: Actual stock prices are single MRO’s,
historic ones are accumulated based on their timestamps (relevance) to minute, hour,
day,. .. .

plementation of more general relevance functions and the application to other
visualization techniques and example data sets.
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